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Introduction
Background removal from a video of people with a static background is

a common problem for different tasks such as background replacement, 3D
motion capture, video surveillance and video analysis of human activities [5].

Such formulation of background removal task may also be actively used
for cheaper segmentation of videos with people, since with the rapid growth
of Artificial Intelligence models nowadays, the amount of data needed also
increases incredibly fast [49]. Labelling of datasets usually requires a lot of
effort, which translates into money and time for companies striving to train
neural networks for previously unsolved problems. The cost of creating a
new dataset in Computer Vision largely depends on a type of problem. For
instance, it is easier and thus, cheaper to assign one of a few classes to the
image than to draw a semantic segmentation map.

Quality and speed of human segmentation from a single image has been
improved in a significant manner in the last few years. However, when
directly adopting a deep human segmentation model to the task of video
human segmentation, the performance suffers from a few problems such as
discontinuity of video frames and the speed of segmentation process [46].
Additionally, applying human segmentation from a single image discards a
lot of very important temporal information, since every next frame is very
similar to the previous ones and is semantically connected to them. Thus,
an approach of video human segmentation must be developed with these
issues in mind.

This work considers a special case of videos with a static background,
which is explored by a field of background subtraction. However, existing
methods of background subtraction mostly aren’t specialized to a certain
class of objects, while human segmentation approaches aren’t made for a
specific case of a static background. Of course, taking a picture of the
background before filming a video with a person can eliminate the need for
the first part, but in reality, it’s not always possible, thus the problem of
calculating the background should be solved.

Additionally, there is a problem of high barrier to entry for segmentation
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approaches. The environment for open-source approach has to be set up,
which may be a hard problem not only for, for instance, video editors, but
even for programmers specialized in this area.

Considering all the observations, the task of human segmentation from
videos with a static background may give more accurate results than both
human segmentation approaches and general background subtraction meth-
ods. Thus, the scope of this work is the development of technology to make
human segmentation from a video with a static background and implemen-
tation of the server-based solution with web-interface to process videos to
simplify usage for a common user.
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1 Problem statement
The goal of this work is to build a system for segmentation of human

videos with a static background, which would be available for a common
user.

This work can be divided into following tasks:

1. conduct a survey of the field;

2. develop a method for segmentation of human videos with a static
background;

3. make a quantitative comparison with other approaches and perform
an analysis;

4. create web-service with implementation of the method.
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2 Survey of the field
This work is closely related to two topics in computer vision: Human

segmentation and Background subtraction. This section gives an overview
of these fields and existing approaches.

2.1 Human segmentation
Topics of human segmentation have been explored deeper due to the

presence of high-demand real-life applications such as video surveillance,
action localization, pedestrian detection, virtual-reality simulation and 3D
human modelling [34]. The goal of human segmentation is to identify a
human in an image or video and separate it from the background.

Firstly, human pose estimation methods are overviewed since this class-
specific information is used to get key information about human objects
and may be used as one of the inputs for segmentation methods. Then,
human segmentation methods are surveyed. And, finally, human matting
methods allow for a very exact ”soft” segmentation to separate a person
from the background accurately. Finally, available datasets for these tasks
relevant for our problem are surveyed as they may be useful for the process
of developing a new approach.

2.1.1 Human pose estimation

An overview of 2D human pose estimation methods is given in [8]. 2D
human pose estimation methods can be divided into two categories: bottom-
up and top-down methods. Top-down methods firstly detect people and
then figure out their keypoints, while bottom-up keypoints start with low-
level pixel evidence, detect separate body parts of all people in the image
and then group them together. Methods are evaluated and compared on
COCO dataset [29], where more than 200k human images are labeled with
a skeleton consisting of 17 joints with visibility.

Out of top-down methods, [10] is a leading method with an open im-
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plementation 1, while AlphaPose implementation2 performs better on Pose-
Track 2017 dataset by MOTA (Multiple Object Tracking Accuracy) metric.
Bottom-up methods include leading on COCO method MultiPoseNet [22],
although it lacks an open-source implementation, while OpenPose [31] has
a real-time open-source implementation3.

2.1.2 Segmentation

A wide variety of human segmentation approaches exist, an overview of
the field is given in the literature review of methods for human segmentation
on static background [45].

There are approaches that address wider problem scopes like semantic
segmentation, i.e. multi-class classification for each pixel of the image. Since
binary classification problem scope is a subset of multiclass classification set
of problems, human segmentation could be performed utilizing only human
class with semantic segmentation. Currently, state-of-the-art approach for
semantic segmentation on both PASCAL VOC 2012 test and Cityscapes [48]
datasets is DeepLabv3+ [13].

Mask-RCNN [28] is a method that simultaneously detects and performs
segmentation of people. It operates on any input resolution, but segmenta-
tion results of Mask-RCNN largely depend on the quality of its detection.

In pose-based human segmentation approaches like [37], [38] and [33],
neural network conditions on given person pose keypoints to infer a seg-
mentation. In [33] detection of human body key parts is done as a first
step and segmentation is calculated based on locations of these key parts.
Pose estimation can be done with OpenPose [31], as suggested in [45], or,
alternatively, AlphaPose [35]. Pose2Seg shows state-of-the-art results for
human instance segmentation problem on COCOPerson dataset (part con-
taining people from COCO dataset) [29], outperforming detection-based
methods like Mask-RCNN. In Fig. (1) structure of Pose2Seg pipeline is
shown. Firstly, feature extraction is performed, and after that the pipeline

1https://github.com/leoxiaobin/deep-high-resolution-net.pytorch
2https://github.com/MVIG-SJTU/AlphaPose
3https://github.com/CMU-Perceptual-Computing-Lab/openpose
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Figure 1: Flowchart of Pose2Seg [46]

is ran independently for each selected person. AffineAlign operation makes
alignment of each person to match closely template human poses, then
skeleton features are drawn and concatenated with feature maps extracted
by a base layer. Skeleton features include part affinity fields, representing
human pose skeleton structure and part confidence maps highlighting main
joints. Part affinity fields, first introduced in [31], contain information about
location and orientation of human limbs. After these steps, SegModule is
applied to get final segmentation masks, which are then transformed back
into the original image.

2.1.3 Matting

Additionally, there are methods of matting – estimating per-pixel fore-
ground color and alpha. Many methods may require trimaps as an input,
i.e. images where pixels are marked as one of three classes: background,
foreground and uncertainty. It would be best for trimaps to be created
manually, but as an option, explored by [3], trimaps can be estimated by
thresholding probability of a certain class at inference of segmentation neu-
ral networks, which worked for them better than another option of erosion,
dilation and then blurring of approximate binary mask received from seg-
mentation methods.

Over years, methods of matting, more specific to the problem of this
work methods have been developed: video matting, matting with known
natural background and human matting. Some traditional approaches like
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Poisson matting [32] and Bayesian matting [47] may handle known back-
ground but also require trimaps. Video-specific matting methods may uti-
lize optical flow [41] – pattern of apparent motion of image objects between
two consecutive frames – and, optionally, known background [44]. And,
finally, there are a few human matting approaches: [15] performs portrait
matting using segmentation cues, while [46] performs trimap-free matting
for whole bodies.

State-of-the-art human matting approach [3] combines all of these pos-
sible specifics: it’s a trimap-free human matting algorithm, that utilizes
known background. This work is closely related to the problem of this work
and has some relevant ideas, thus it will be studied a bit closer.

Background matting requires a few images as the input, which are:
source image with a person over a background, background image, rough
person mask and a few temporally adjacent frames in case of video seg-
mentation. In that work, training is split into two parts: firstly network is
trained supervisely on the Adobe Matting Dataset [11], then copy of this
network is trained unsupervisely using original network as a teacher and
utilizing learned discriminator. Unsupervised training allows to overcome
domain gap between objects of Adobe Matting Dataset and target domain –
human bodies in this case. It is recommended that background is captured
separately with the same focal length, exposure and that background does
not have any dynamic elements, i.e. fully a static picture. The output of the
network is matte and foreground image: it is argued, that only alpha may
not be enough for accurate background removal. Flowchart of the method
is shown in Fig (2).

2.1.4 Datasets

Microsoft Common Objects in Context (COCO) [29] is a large-scale
dataset that contains more than 200,000 images with 250,000 labeled per-
son instances. Usage of COCO covers image captioning and keypoints de-
tection. COCO Keypoint Detection Challenge of 2016 and 2017 aims to
capture keypoints of people, for achieving such goal it includes annotations
for each person which include 17 body joints and instance human body seg-
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Figure 2: Flowchart of Background-Matting, parts of the flowchart are
taken from [3]. Input images on the left, on the top right outputs of the
network and composition onto the given background to calculate loss, on
the bottom images are merged onto another background for loss from dis-
criminator network.

mentation. OCHuman dataset presented in [33]. The dataset contains 4731
images with 8110 human instances. It’s focused on complex cases of human
occlusion and recommended by the authors to be used for validation and
testing to check robustness of an approach.

2.2 Background subtraction
Problem solved in this work may be classified as a problem of Back-

ground subtraction, which is considered to be a subset of Video object
segmentation and tracking (VOST) methods.

First, an overview of VOST is given to see whether other fields may be
useful to the task of this work. Then methods of background subtraction
and background estimation are overviewed.
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2.2.1 Video object segmentation and tracking

Object segmentation and object tracking are a fundamental research
area in the computer vision community. Both have difficulties with handling
occlusion, deformation, motion blur and scale variation, but each one has
its specifics. In [43] authors give an overview of currently existing methods
of video object segmentation and tracking (VOST), the overall scheme is
shown in Fig (3). The top two branches, i.e. Unsupervised VOS methods
and Semi-supervised VOS methods are relevant for the problem of this
work. In [12] a systematic review of methods for background subtraction
based on deep neural networks is given.

Figure 3: Taxonomy of video object segmentation and tracking from [43]

2.2.2 Background subtraction methods

Background subtraction methods consider rapidly changing pixels as
foreground and simulates the background appearance of each pixel. Though
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background subtraction methods can simulate backgrounds in 2D or 3D
motions, the focus here is on stationary background models [4, 18,40].

An overview of background subtraction methods for real applications
is given in [5]. Performance of different background subtraction methods,
which are not based on deep learning, may largely vary depending on the
use case and specifics of conditions. That being said, background sub-
traction algorithms with available implementations described in [5] include
algorithms based on MOG (Mixture of Gaussians) from OpenCV 4 and
BGSLibrary 5 – C++ framework that includes more than 43 background
subtraction algorithms.

Background subtraction methods based on deep learning are surveyed
in [12], where they are evaluated on CDNet 2014 [6] dataset and compared.
Out of non-parametric methods the leading one is SuBSENSE [39], which
doesn’t require adaptation to every specific case and handles well illumina-
tion changes and shadows. Methods that have to be fine-tuned on a single
mask or a few masks, like [27] give the best results on CDNet 2014, but
won’t be considered as the data for fine-tuning on a single mask is rarely
available and is computationally expensive. BScGAN [1] is the best unsu-
pervised method based on GAN: generator takes an image with foreground
and background image, then learns to generate a mask, while discriminator
learns to distinguish ground truth mask from generated ones.

Another class of methods is developed to train a network to incorpo-
rate optical flow [20, 26, 30, 36], which is usually generated with FlowNet
method [17]. Some methods employ a Recurrent Neural Network (RNN)
for modelling mask propagation with optical flow [19, 26]. MaskTrack [25]
method trains a refine the previous frame mask to create the current frame
mask, and directly infer the results from optical flow, pipeline of which one
can find in Fig. (4). An approach based on Spatio-Temporal GANs [16]
shows very good accuracy with quick inference, which is achieved by using
a big temporal window with two discriminators during training and only
using a generator with a temporal window of size 2 during inference.

4https://opencv.org
5https://github.com/andrewssobral/bgslibrary
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2.2.3 Background estimation

In cases where only background image itself is needed, methods of back-
ground estimation may be useful. Experimental results for background
estimation on SBMnet [14] dataset task are given in [12]. The best result
on that dataset is achieved by [2], followed by algorithms with available
online implementations: LabGen-p6 [23] and LabGen-of7 [24] algorithm .

2.2.4 Datasets

As follows from [21], the most popular dataset for background subtrac-
tion task by amount of citations is CDnet 2012 [7]. The CDnet 2012 [7]
dataset was recorded in 2012 with distinct cameras including PTZ camera,
low-resolution IP cameras, mil-resolution camcorders, and thermal cameras.
It consists of 31 videos having total 90,000 video frames and is grouped into
six categories to cover a wide range of challenges that exist in most video
analytics applications. Later, CDnet 2014 [6] was released with 22 addi-
tional videos. It contains approximately 10 videos containing only people
and results of other approaches can be seen for each video, thus a subset of
this dataset can be used in order to .

Additionally, The Labeled and Annotated Sequences for Integral Eval-
uation of Segmentation Algorithms (LASIESTA) [9] is a dataset for back-
ground subtraction with most of the videos containing only human objects.
Recorded in 2016, it contains a collection of 48 videos recorded with mostly
static cameras in indoor and outdoor scenarios. The challenges in the
dataset include shadows, dynamic background, illumination changes, oc-
clusion, camouflage, moving camera, bootstrapping, stationary fore- ground
objects, and challenging weather.

2.3 Survey conclusions
The problem of human segmentation from videos with a static back-

ground, while being on the intersection of a few fields, doesn’t fully match
6https://github.com/benlaug/labgen-p
7https://github.com/benlaug/labgen-of
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Figure 4: Examples from scenes in LASIESTA dataset [9]

any specific solution: either a background image must be provided sepa-
rately [3], or information about human class is underutilized as it happens
to be in most generic approaches for background subtraction [12], or hu-
man body segmentation doesn’t take into account information about known
background or neighbor frames.

Background Matting [3] pipeline may be used as a foundation and im-
proved further. For human segmentation, Pose2Seg [46] may be taken as
it is very stable even in sophisticated conditions; it gives a good rough ap-
proximation, but in such segmentations lack of details is present. Then,
information about human pose may be added as an additional input to
Background-Matting network architecture, which wouldn’t cost additional
computations as it already has been calculated for Pose2Seg masks infer-
ence. And finally, instead of capturing static background during the video
filming stage, it may be calculated using one of background calculation
methods: either LabGen [23,24], or a class-specific background calculation
method.
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3 Implementation
Method developed in this work may be considered class-specific back-

ground subtraction method since it focuses on taking into account specifics
of human class for background subtraction task.

This chapter describes pipeline for the developed solution in general and
then it’s modules in details.

3.1 Method overview
Pipeline consists of, firstly, creating segmentation masks and pose key-

points for all frames, then estimation of static background, and, lastly, all
these source frames, keypoints, segmentation masks and static background
are given as an input to a modified version of Background Matting network.
Described pipeline can be seen on Fig. (5). Whole pipeline is implemented
in Python language.

Reusing human pose keypoints allows for better utilization of informa-
tion specific to human class, but makes the pipeline sensitive to the quality
of keypoint detection, therefore choice of keypoints detector has a big im-
pact on the quality of output. Segmentation masks are also reused for both
background estimation step and the final step of mask refinement, thus
utilizing human class-specific information in as many steps as possible.

3.2 Human segmentation
A few approaches have been tested for human segmentation task. Uti-

lizing human class segmentation from DeepLabv3+ was used as a baseline.
Additionally, Pose2Seg approach was tested on top of both OpenPose key-
points and AlphaPose keypoints: these were selected as popular open-source
implementations of both bottom-up and top-down methods of 2D human
pose estimation, which are nearly state-of-the-art in terms of quality and
perform well in terms of speed. Pose2Seg has state of the art human seg-
mentation results on COCO dataset and has open-source implementation
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Figure 5: Flowchart of developed method’s pipeline

8.
Comparison was made on subset of LASIESTA containing videos with

only people using F-measure as a metric. To infer DeepLabv3+ masks a
script used by [3] was used, which runs DeepLabv3+ model and thresholds
probability of human class at value 0.95, thus getting binary masks for hu-
man class. For Pose2Seg, however, the process consists of two steps. Firstly,
keypoints from AlphaPose from open-source implementation 9 and Open-
Pose from open-source implementation 10 were predicted for all videos of
the subset. Then Pose2Seg was supposed to be ran utilizing these keypoints
as a part of the input. A script had to be written in order for Pose2Seg to
infer segmentation masks using custom keypoints.

As one can see in the table (1), Pose2Seg gives the best results of all in
recall and f-measure when used with AlphaPose keypoints. Dependence on
keypoints seems to influence only recall metric, precision stays the same.
That’s possibly because what really matters for segmentation is not accu-

8https://github.com/liruilong940607/Pose2Seg
9https://github.com/MVIG-SJTU/AlphaPose

10https://github.com/CMU-Perceptual-Computing-Lab/openpose
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racy of keypoints but whether all people were found on these frames. Open-
Pose detector seems to miss people on the frames more often than Alpha-
Pose, therefore recall metric is lower. DeepLabv3+ shows better precision
than Pose2Seg, especially in occluded scenarios (”I_OC_01”, ”I_OC_02”).
For the solution described in this work, recall is more important since there
is a step of mask refinement, in which irrelevant parts of mask can be fil-
tered. Thus, the combination of Pose2Seg with AlphaPose were chosen as
their recall and F-measure are generally higher.

Though in rare specific cases, e.g. on a black background it works with
good accuracy, in most cases it draws rough segmentation masks. Although
these masks serve as a good first approximation, they need to be largely
refined.

Method Mean precision Mean recall Mean F-measure
Deeplabv3+ 0.96 0.95 0.95
Pose2Seg (OpenPose) 0.94 0.91 0.92
Pose2Seg (AlphaPose) 0.94 0.98 0.96

Table 1: Comparison of segmentation results on a subset of LASIESTA
dataset.

3.3 Background estimation
For background calculation task, two approaches have been tested against

each other on a subset of videos from SBMnet dataset. Only 19 videos that
contain a person were taken, categories with camera motion or jitter and
illumination changes were excluded from the comparison since our method
is not supposed to work with those cases.

First approach includes algorithms by LabGen’s group [23,24] with open-
source implementations11,12.

Another class-specific approach for calculating background is developed
in this work, which is calculated using masks for all videos calculated by

11https://github.com/benlaug/labgen-p
12https://github.com/benlaug/labgen-of
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Figure 6: Top row: Pose2Seg [46] segmentations, bottom row: backgrounds
calculated from the videos using Pose2Seg segmentation. Middle column
shows exceptionally good results of Pose2Seg in case of black background.
Right column contains an example of background with unseen part in the
middle

segmentation algorithm. It’s based on the observation that Pose2Seg masks
have high recall, which is discussed in a previous section. For each pair of
coordinates on the frame, the median colour was calculated among the
frames where this pixel is considered background. This way for some part
of the image, where segmentation algorithm has never predicted a human
mask, the median or average is taken among all the frames. At the same
time it’s also possible for some pixels to have no available frames where they
would be considered background – in such cases an inpainting algorithm can
be used. Having explicit information about lacking parts of the background
may be useful – for example, we may know that this part must always be
foreground. This algorithm offers a simple and fast solution that utilizes
information about an object in the form of segmentation masks. Results of
such background calculation are shown in Fig. (6), bottom row.

Through visual comparison on many examples, no big difference was
found between these approaches, but the method based on median or aver-
age works faster and has a parameter for amount of frames to be sampled,
thus it’s performance-quality balance can be tuned.

Though no quantitative comparison was performed, it is suggested, that
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background extraction method doesn’t have a big impact on the result of
the pipeline. However, it may be considered as a room for improvement.

3.4 Mask refinement
As the final step of the pipeline, a modified version of Background Mat-

ting was taken to predict an accurate matte of people based on the few
inputs computed on the previous steps. Changes to the network, training
process and data used for training, are described further.

3.4.1 Network changes

Network architecture of original Background Matting can be described
briefly. For all inputs there is a block Prior Encoder that encodes it into
a feature map, then feature maps from each Prior Encoder are concate-
nated separately with feature maps from Image Encoder and pass into a
Selector block. Then, features from all Selector blocks go into Combina-
tor block, where final feature tensor is calculated. Finally, network with
residual blocks infers alpha matte and foreground image. Adversarial loss
is learned to distinguish real images from the images that are segmented
and composed onto other backgrounds.

The only change to the architecture of the network is an additional input
inspired by Pose2Seg [46] network architecture. Human pose keypoints are
loaded and transformed from coordinates of 17 joints for each person into a
55-channel map. These 55 channels consist of Part Affinity Fields (PAFs)
taking up 38 channels – 2 channel for each limb – which represent orientation
and location of body parts and 17 channels representing heatmaps for each
joint are stored.

Modified architecture can be seen in Fig (7). Keypoint maps are pro-
cessed the same way the other inputs are processed. Firstly, they are en-
coded using Prior Encoder for keypoints, then these features are stacked
with image features and these stacked features are given to a separate Se-
lector block, output of which finally goes into the part of the network that
remained the same. To summarize, a new input with keypoint maps is pro-
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cessed similarly to other inputs, then stacked with features from Selector
blocks of other inputs.

Figure 7: Network architecture of the modified version of Background Mat-
ting. Modified parts are outlines with bold gray lines. In bottom left corner
is added input with keypoints, in middle right is a divergence loss.

3.4.2 Data preparation

In order to teach the network unsupervisely to make accurate segmen-
tation of full human bodies on a static background, a dataset of videos had
to be collected. Since the training for bridging domain gap in Background
Matting network is performed unsupervisely, data did not require ground
truth masks. 40 videos with dancing people on static background were
collected from Youtube13 using open-source library with Command Line
Interface youtube-dl14.

These videos were then trimmed to leave out introductory and final
parts as they often included unwanted elements like changing background,
popping-up subtitles etc. Then videos were split into frames using FFm-
peg15 [42], processed with AlphaPose and Pose2Seg after which, lastly, back-

13https://youtube.com
14https://github.com/ytdl-org/youtube-dl
15https://ffmpeg.org
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grounds were extracted. For testing stage 10% of videos, i.e. 4 out of 40,
were left to visually compare training results by quality. Example images
from collected videos with predicted masks and calculated backgrounds are
shown in Fig. ( 6).

Additionally videos used for training in Background Matting [3] were
taken, of which there are a total of 21 videos, plus additional 18 videos for
testing. Together, there was a total of 57 videos used for training and 22
videos used for visual testing and comparison. For background videos, 3
videos were taken from Background Matting and 10 videos were collected
from Youtube using youtube-dl library.

3.4.3 Divergence loss

Since Pose2Seg segmentation gives a rough approximation of the mask,
it was decided to introduce a new Divergence loss for network to approxi-
mately follow Pose2Seg masks so that output masks don’t have any parts
far from the segmentation mask given by Pose2Seg.

Loss penalizes any parts of output segmentation outside of dilated input
segmentation mask. Input segmentation mask S is dilated, blurred, inverted
and, finally, applied to alpha matte α to select all regions of α that happen
to be far outside the segmentation mask S. Minimized loss is:

||α ∗ (1−D)||1

where α is output alpha matte and D is input segmentation mask, firstly
dilated with 5 to 10 steps with kernel size 5 for resolution 512x512 and
then blurred with Gaussian kernel (σ = 10). Example of loss application is
demonstrated in fig. 7.

Supposedly, this loss may remove not only artifacts appearing far from
segmentation contours, but also partially solves the problem of human
shadow segmentation. Shadows are often included into output segmen-
tation mask as a shadow cast by a person makes a surface underneath it
darker, therefore it is considered to differ from the original background and
included into the segmentation. Although, during training the network
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seems to exclude additional objects the person is holding or wears from the
mask. For instance, if a person has a big hat or holds a guitar, it may be
excluded from the segmentation. Thus, such loss must be applied only for
certain use-cases where no such circumstances are present.

3.4.4 Training details

Network was trained similarly to [3]: learning rate of 1e−4 for the gen-
erator and 1e−5 for discriminator were used, weights were updated using
Adam optimizer. Unlike in Background Matting, batch-size was set to 4
instead of 8. Same way as in Background Matting work, data was resized
and cropped to 512x512 around segmentation mask. The network is imple-
mented in PyTorch and trained for 24 hours on 2 Tesla-V100 GPUs with
16 GB memory. Random seed was fixed and data was split into ”train” and
”test” parts before training and fixed.
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4 Experimental evaluation
This chapter compares the developed method with other approaches

both qualitatively and quantitatively.

4.1 Comparison
A subset of videos from CDnet 2014 [6], which contain only people,

was used for evaluation with other algorithms, since it is the most popu-
lar dataset for background subtraction task according to survey of video
datasets for such task [21]. A total of 8 videos were taken for the evaluation
out of categories ”Baseline”, ”Bad Weather” and ”Shadow”. Comparison is
done with binarized masks, although our method gives ”soft” masks, i.e.
with smooth edges. Some information has to be lost by thresholding seg-
mentations.

Results of other top-performing methods were taken from the website of
CDnet 201416 with evaluation results. Comparison of other methods with
results of this work can be seen in Table 2.

SemanticBGS is the best unsupervised background subtraction method.
Pose2Seg and Background Matting are human segmentation and human
matting methods respectively.

In the table (2) one can see that methods developed in this work outper-
form methods in the comparison by all metrics. Background Matting gets
results similar to Pose2Seg by F-measure due to the fact that it often adds
elements not related to the person into the mask and thus has a lower pre-
cision. Worth noting, that all methods based on Background Matting have
soft mask as the output, which has to be thresholded in order to perform
comparison.

16http://changedetection.net/
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Method Mean precision Mean recall Mean F-measure
SemanticBGS 0.93 0.97 0.95
Pose2Seg 0.96 0.94 0.95
Background Matting 0.93 0.96 0.95
This work, kpts 0.95 0.98 0.96
This work, div. loss 0.96 0.97 0.97
This work, kpts + div. loss 0.98 0.97 0.98

Table 2: Comparison of the results with other methods on a subset of videos
from CDnet 2014 dataset.

4.2 Ablation study
In the table (2) a comparison of three modifications of this method are

shown. Firstly, adding keypoints to Background Matting improves both
precision and recall since network can utilize information about human
poses. Adding divergence loss to the initial network helps it to be closely
guided by the Pose2Seg segmentation. Recall doesn’t improve significantly,
but precision is much higher since the network doesn’t generate noise outside
the person as well as removes some parts of shadows from the segmentation.
Finally, keypoints and divergence loss together give the best results in terms
of precision and F-measure metrics. The network is guided by segmentations
but at the same time has utilized information about person pose.

4.3 Qualitative comparison
In Fig. (8) a visual comparison of methods that leverage keypoints is pre-

sented. The samples are from youtube dance dataset. In Fig. (9) three mod-
ifications of this method can be seen. One can notice that divergence loss
partly removes shadows and any objects that differ from the background,
but aren’t a part of the person, as in the third row. Adding keypoints along
to the divergence loss allows to utilize information about human body parts
locations and fill the blanks in segmentations that appear otherwise: can
be noticed in the first, third, fifth and sixth rows of (c) and (d) columns.
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Figure 8: Comparison of methods that leverage keypoints. Left column is
samples of algorithm without divergence loss, right column is samples with
divergence loss.
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Figure 9: Comparison of method modifications on LASIESTA. From left to
right: (a) source image; (b) only keypoints are added; (c) only divergence
loss is added; (d) both keypoints and divergence loss are added
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5 Web-service
In this chapter a web service task statement and implementation are

discussed. Firstly, problems and prerequisites that have lead to the task
of making a web service are considered, after which implementation details
follow.

5.1 Task statement
The algorithm shows it’s best performance when running on GPU, but it

is a rare case when one has a powerful enough GPU available on a personal
computer. Additionally, installing software on user’s PC may be a compli-
cated and unnecessary process that will increase the threshold for using the
tool for segmentation. The most common case is that GPU is located on a
remote server, which one could access only using SSH or similar technology.
The main drawback is that there is no graphical interface, which makes it
complicated to load videos and run segmentation pipelines. It would be
preferable to have such an interface as it is far more convenient than load-
ing videos and running scripts manually, especially if the system is used by
users not closely familiar with the technical process like filming companies
or by data science companies, who might run this service internally.

To conclude, it is needed to develop a simple web interface allowing to
upload video files and download results provided by segmentation algorithm.
This system is intended to be deployed on a server with GPU hardware,
providing a user interface and handling requests for video processing.

5.2 Implementation
Web form on client-side provides an interface for uploading video files

to be processed and later downloading newly generated video files. There is
also an option to upload multiple videos in the form of archive. Server,
which is implemented in Python, handles requests from the client-side:
downloads video files, performs segmentation process and uploads them
so that the user is able to download them from client-side.
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Figure 10: Server components UML-diagram

Fig. (10) represents a high-level overview of server components. Request
routing is carried out by a framework, while request handling and other
components are implemented such that user data is received and prepared
for the segmentation pipeline, and, after being processed, all the results are
gathered and returned to user. File uploading on the client side is imple-
mented in the form of asynchronous web request to prevent user interface
freezing while the data is being processed on the server. The whole system is
intended to be deployed and ran inside the docker container, as the system
requires a number of dependencies, and a special environment. Proper and
relevant docker container, once assembled and configured, allows to deploy
the system seamlessly, making distribution procedure simpler.
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Conclusion
Following results were achieved in this work.

1. A survey of the field was conducted. Both human segmentation ap-
proaches and background subtraction approaches were thoroughly ex-
amined. Suitable components of the system were chosen.

2. Pipeline for human segmentation from a video with static background
was developed, consisting of a few different modules, including pose
keypoint detector, segmentation module, background estimation mod-
ule and mask refinement. Dataset for training was collected and pro-
cessed. Existing network for refining masks was modified and trained.

3. Experimental evaluation and comparison of the developed method
with SemanticBGS background subtraction method, Pose2Seg hu-
man segmentation method and original network Background Matting.
Ablation study was done on the added components of the network.
Qualitative visual comparison and analysis were performed.

4. Web-service was designed and developed in order to allow simpler us-
age of such system. Server that processes requests from the client-side
and performs the segmentation, was packed into a docker container.

As a result of this work high-quality human segmentation can be utilized
for tasks such as background replacement, dataset generation and others
with a low barrier to entry. The system has to be deployed on a machine
with an available GPU and then it’s accessible for usage via web-interface
on a client side. The system is modular, thus each module can be improved
independently, thus increasing the quality of output results.
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